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Abstract. In this paper we describe the structure and the software of
the RoboCup Humanoid Kid Size league team Bold Hearts. The devel-
opment of a new platform is at the core of our work, in addition to new
possibilities offered by the software. We discuss the construction and the
aspects of our new robotic platform, assembled with new computational
more powerful hardware and design, and highlight our solutions to vi-
sion and sensorimotor modelling. We then provide an overview of past
achievements and relevant experience of our team.

1 Bold Hearts

The team Bold Hearts has been founded as part of the Adaptive Systems Re-
search Group at the University of Hertfordshire in Hatfield in the United King-
dom. The team started participating in RoboCup in 2003 in the simulation
leagues. In the 2013 RoboCup competition, the team made a transition to the
Kidsize humanoid hardware league.

2 Robotic Hardware and Design

We started to use the standard DARwIn-OP robotic platform in 2013 RoboCup
World Championship in Eindhoven, the Netherlands. In the following period, we
adapted the DARwIn-OP framework towards a full framework with debugging
tools, web-based inspection tools and other modules needed to enable the robot
reacting on changes in an increasingly challenging environment with changing
rules. With winning the 2016 Iran Open, in a year where the new artificial turf
and white goals have already been used, we have shown that significant achieve-
ments can already be made using just the traditional DARwIn-OP hardware
by judicious development of software control. However, ultimately, the need to
adapt the hardware itself has become inevitable. For example, the small robot
size of the DARwIn-OP made it very challenging to recognize a ball far away.
Two major factors shaped our pipeline developing our new hardware. Firstly,
our team stems from Computer Science and has a strong software design and de-
velopment foundation, which was a major contribution to our past successes [12].



(a) 3D printed arm. (b) 3D printed legs.

Fig. 1: The new extended legs and arms. In Figure a) the lengthened arm before
being assembled; in the figure b) the lengthened leg already assembled on our
robot “Dagonet”.

Secondly, observing the developments of other teams in the league, we concluded
that a significant risk can be involved with creating a new platform from scratch,
and that it can take a long time to get such a platform to perform at a compet-
itive level [12].

After the RoboCup 2017, the Bold Hearts therefore focused on gradually
adapting the DARwIn-OP design rather than constructing an entirely new plat-
form from scratch. This has several advantages. Firstly, the incremental nature of
this technique permits the originally more software-oriented team to gain experi-
ence working with hardware, while, at the same time, having a robot operational
for testing and education at all times. Secondly, due to our strong software back-
ground, incremental development on top of a working system feels more natural
to us, and it makes it easier to convey the ideas and development philosophy to
new members who we also mostly recruit from the Computer Sciences.

In modern software development, most notably agile processes, rapid proto-
typing and rapid iterations are an important aspect of development. These allows
for comparing different parts and gaining trust in the design with benchmarking
different software packages.

In line with this, the Bold Hearts decided to utilize 3D printing facilities for
developing custom robot hardware. In spirit of our gradual adaptation philoso-
phy, instead of determining the full morphology in advance, we iteratively update
parts based on requirements and added value in response to previous changes.
3D printing technology allows us to develop parts for the robot with different
grades of modification. For a team mostly having access to software facilities, 3D
printing offers a cheap way to gain experiences in computer aided design (CAD)
and iterating hardware development, with short turnaround times.

Shortly before the RoboCup 2017 competition, for example, we extended the
lower part of the torso and feet to enhance our availability walking on high grass.



We are currently lengthening legs and arms to help standing up and walking
better in response to previous changes. Examples can be seen in Figure 1. Also,

Fig.2: An example of the new platfrom “Boldheart 2”: It has been assembled
with a new computational unit (Odroid-XU4), a new camera (Logitech HD Pro
Webcam C910) and self-designed torso, feet, arms, legs and a head.

as already discussed earlier in [12], we have chosen to design our robot parts
using OpenSCAD, instead of using a proprietary 3D CAD system. One of the
main reasons is that the design is captured as plain text, in a parametrised and
programmatic format. This allows the development of the designs to be tracked
in version control (e.g. Git), to be created in any editor of choice, and be easily



shared and reused. It makes it much easier to publish designs in a usable way,
compared to a vendor-specific binary format, or post-processed 3D formats that
remove ability to adapt a design easily such as STL. The decision for OpenSCAD
was mostly driven, again, by our Computer Science background.

Another major benefit of using OpenSCAD is the ease of sharing designed
parts. We intend to share our designs in the future, including models of popular
components, such as a range of Dynamixel motors and control boards. These
models can be used to more conveniently design and create, e.g., brackets. Fig-
ure 1 shows the new extended legs and arms, both created and designed using
OpenSCAD.

Our interests also lie in experimentation with alternative sensors. Also here,
we use a similar gradually increasing process as the 3D printing design. For ex-
ample, we are currently experimenting several types of cameras having different
frame rates.

Adapting the electronics of the robot is also done step-by-step. We incre-
mentally equip our robots with newer and more capable electronics and motors
needed depending on new morphological changes. For the computational unit,
we decided for Odroid-XU4 extending the computational power of our robots
from Darwin’s 1x1.6 GHz to 8x2 GHz computational units. This allows us in-
vestigating new advanced algorithms, such as machine learning techniques for
vision (see 3) and walking problems. Figure 2 shows the new generation of our
robots named “Boldheart”. Boldheart robots are currently at version 2.

Our most recent tests involved the dynamics of the robot with its new ex-
tensions. We assume we will update the used Dynamixel MX28T in the close
future. With the new changes, we expect our robots, which may gain 20 cm in
height, to have a more stable walk behaviour.

3 Vision

Since last year we have worked on upgrading our vision pipeline from a highly
optimised run-length encoding based connected component detection system, to
better cope with the ambiguous and less structured environment of the current
RoboCup Humanoid League scenario. For this, we have developed Convolutional
Neural Networks (CNN) as a stage in the object detection pipeline. Such meth-
ods are very popular, however, often also very expensive to compute and used
in the context of very large large datasets. Nevertheless, we start seeing applica-
tions of CNNs in the much more computationally restricted domain of humanoid
football [1,10], however, these report framerates up to 10 times slower than the
301ps of cameras commonly used by the robots, and/or require an object pro-
posal step prior to the actual detection/classification step.

Instead of using “traditional” deep networks that consist of convolutional
“feature detection” layers followed by one or more fully connected layers to arrive
at an output over the whole input image, we apply so called Fully Convolutional
Networks (FCNs) [8] that do not use very expensive fully connected layers.
Morover, we integrate recent optimisations, such as those of MobileNets [3] and
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Fig. 3: Segmentation results of a FCN with less than 2000 parameters, achieving
99.4% accuracy on ball segmentation: ignoring penalty mark, far ball on edge of
field, moving ball.

SqueezeNets [4]. With this, we are able to train and run an accurate CNN on
a full VGA resolution image with only a fraction of the millions of parameters
some other networks require, as shown in Figure 3.

4 Sensorimotor Modelling

One of the challenges with iterative body model design is the time cost of re-
modelling the robotic dynamics for every newly generated model. A continued
part of the team effort is the concomitant development of techniques for sensori-
motor modelling taking into account the possibilities of intelligent adaptation to
novel robotic hardware (refer also to last years TDP [12]). An ongoing research
agenda of our team over the last and in the coming years is complementing
traditional control methods by more generic approaches to robot control.

We here continue our efforts in developing empowerment for generic behaviour-
generation [7]. To reiterate, empowerment was originally developed as a “task-
less utility”, and first demonstrated in a highly abstracted RoboCup-inspired
“ball-kicking” scenario [6]. It implements an information-theoretic non-linear
generalisation of the control-theoretic concept of combined controllability-obser-
vability and has been shown to work successfully in a variety of generic control
scenarios, both discrete and continuous [9]. It provides a reward function for
agent behaviour even when no explicit reward is defined.

In the past year, several breakthroughs were achieved which we successively
wish to transfer to the humanoid robots. Empowerment computation for linear
continuous-time/continuous-space Gaussian systems has now been fully solved



[11] and methods to use it to model the dynamics of the robots are being devel-
oped. This will accelerate adoption of the methodology and incorporation into
engineering, and our RoboCup team will offer a main opportunity to handle
the variations of adaptively designed robots, in terms of stabilisation and other
behaviours. Note that work by other groups [5] has already studied in which
empowerment-like quantities can be used to stabilize a simulated walker; this
shows the promise of the approach, which we will consider in more detail in the
coming period. Additional work has shown that empowerment can be computed
along trajectories [2] to a quite extended horizon, and this approach is being
studied with respect to the possibility to ball-kicking in simulation (in prepara-
tion). Also here, we hope to begin including real robots into the consideration.

5 Experience and Achievements

Our team has been active in RoboCup since 2002, and hopes to participate in
the Humanoid league in 2018 for the sixth year in a row. Besides the world
championship, we always aim to participate at as many open competitions and
related workshops and meet-ups. After last years RoboCup, for example, we
participated in the “5th International School for Humanoid Soccer Robots” in
Bordeaux/France in December 2017.

The following are the detailed achievements and contributions of team Bold
Hearts in the Humanoid League over the last few years.

— Quarter-finalist RoboCup World Championchip 2017 (1st in group)
2nd round RoboCup World Championship 2016 (1st in group)

— 1st Iran Open 2016

2nd round RoboCup World Championship 2015 (1st in group)

— 3rd German Open 2015

— 2nd RoboCup World Championship 2014
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